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The field of healthcare, driven by the continuous growth of data related to human health and the ongoing course 
of digital transformation, is undergoing a significant evolution. In this experimental study, a comparison of Arti-
ficial Intelligence techniques, specifically neural networks, Random Forest, and decision tree, was conducted to 
evaluate their effectiveness in diagnosing cardiovascular diseases. This was achieved by leveraging clinical data 
available in open-access databases. The methodology focused on identifying the most influential variables in 
cardiovascular disease diagnosis through a comprehensive literature review. Subsequently, the Machine Learning 
techniques to be employed were determined, and the most suitable dataset for these variables was acquired. The 
results revealed that all three Artificial Intelligence techniques demonstrated good performance in diagnosing 
cardiovascular diseases. It is worth highlighting that the neural network-based model excelled with an accuracy of 
89%, establishing itself as a highly relevant tool for supporting timely disease diagnosis. These findings suggest 
a potential positive impact on clinical practice and future healthcare by providing healthcare professionals with a 
valuable resource for making informed decisions in the diagnosis and treatment of cardiovascular diseases. Ulti-
mately, this could enhance the quality of patient care and their overall well-being. This study reinforces the notion 
that Machine Learning techniques play a crucial role in transforming healthcare and clinical decision-making in the 
field of health, offering new perspectives for the prevention and treatment of cardiovascular diseases and other 
medical disorders.

El ámbito de la atención médica, impulsado por el crecimiento constante de datos relacionados con la salud humana y el 
curso en desarrollo de la transformación digital, está experimentando una notable evolución. En este estudio de carácter 
experimental, se llevó a cabo una comparativa de técnicas de Inteligencia Artificial, específicamente redes neuronales, 
Random Forest y árbol de decisión, con el propósito de evaluar su eficacia en el diagnóstico de enfermedades cardio-
vasculares. Esto se logró aprovechando datos clínicos disponibles en bases de datos de acceso abierto. La metodología 
se enfocó en la identificación de las variables más influyentes en el diagnóstico de enfermedades cardiovasculares me-
diante una revisión exhaustiva de la literatura. Luego, se determinaron las técnicas de Aprendizaje automático a emplear 
y se adquirió el conjunto de datos más apropiado para estas variables. Los resultados revelaron que las tres técnicas 
de Inteligencia Artificial demostraron un buen desempeño en el diagnóstico de enfermedades cardiovasculares. Es im-
portante resaltar que el modelo basado en redes neuronales destacó con una precisión del 89%, consolidándose como 
una herramienta de gran relevancia para respaldar el diagnóstico oportuno de estas enfermedades. Estos hallazgos 
sugieren un posible impacto positivo en la práctica clínica y la atención médica futura al proporcionar a los profesiona-
les de la salud un recurso valioso para tomar decisiones informadas en el diagnóstico y tratamiento de enfermedades 
cardiovasculares. En última instancia, esto podría mejorar la calidad de la atención y la vida de los pacientes. Este estudio 
refuerza la noción de que las técnicas de Aprendizaje automático desempeñan un rol fundamental en la transformación 
de la atención médica y la toma de decisiones clínicas en el ámbito de la salud, ofreciendo nuevas perspectivas para la 
prevención y el tratamiento de enfermedades cardiovasculares y otros trastornos médicos.
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Why was it carried out?
This study was carried out to make a comparative analysis of Artificial Intelligence techniques, specifically neural 
networks, Random Forest and decision tree, with the purpose of evaluating their effectiveness in the diagnosis 
of cardiovascular diseases. This was achieved by leveraging clinical data available in open access databases. The 
methodology focused on the identification of the most influential variables in the diagnosis of cardiovascular 
diseases through an exhaustive review of the literature.

What were the most relevant results?
The results revealed that the three Artificial Intelligence techniques demonstrated good performance in the 
diagnosis of cardiovascular diseases. It is important to highlight that the model based on neural networks stood 
out with an accuracy of 89%, consolidating itself as a highly relevant tool to support the timely diagnosis of these 
diseases.

What do these results provide?
These findings suggest a potential positive impact on clinical practice and future healthcare by providing health-
care professionals with a valuable resource to make informed decisions in the diagnosis and treatment of cardio-
vascular diseases. Ultimately, this could improve the quality of care and lives of patients
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Introduction

Cardiovascular diseases (CVD) have become one of the major health concerns today, 
alongside cancer, diabetes, and respiratory diseases, as they have experienced a marked 
increase in recent years, exerting a significant impact on people’s health. In fact, CVD 
tops the list as the leading cause of global mortality (1). In this context, the healthcare 
sector generates a significant volume of data related to human health daily (1). The 
Pan American Health Organization, in its most recent reports, notes that cardiovascular 
diseases (CVD) cause more deaths annually than any other disease in the world (2). In 
Colombia, in 2021, 51,988 deaths were recorded due to this disease, representing a 
12% increase compared to the previous year (3). These figures are influenced by various 
causes that vary across regions nationally. Particularly in the department of Sucre, 
deficiencies in certain medical specialties necessary for optimal care of patients with 
cardiovascular problems are highlighted. Additionally, the diagnosis of cardiovascular 
diseases can be complicated due to the variety of symptoms that can manifest, and they 
are often underdiagnosed (4).

Symptoms of cardiovascular diseases can vary between men and women and include 
chest pain, difficulty breathing, numbness, weakness in the legs, and other variables 
(2). Furthermore, there are associated risk factors such as age, gender, family history, 
smoking, poor diet, among others, that directly influence the development of this 
disease (2). All these factors pose a challenge for health institutions and researchers in 
their efforts to more effectively address the control of this disease.

Faced with this challenge, emerging technologies that make use of Artificial Intelligence 
(AI) to support medical decisions are presented as a highly relevant resource. Several 
researchers have begun to explore the potential of machine learning as a promising 
solution to improve informed and timely decision-making in this context. An illustrative 
example of this trend is found in the study in (5), where the impact of machine learning 
on the prediction of cardiovascular risk was evaluated. In addition, research has been 
carried out that focuses on evaluating models based on Artificial Intelligence (AI), as 
observed in the work of (6) related to the prediction of psychosocial risks in public 
school teachers. In this study, the performance of three different models was analyzed: 
Naïve Bayes, decision trees and artificial neural networks.

This approach of applying Artificial Intelligence (AI) has extended to the prediction of 
other non-communicable diseases (NCDs), as evidenced in the model developed by (7-
8) for predicting breast cancer. It is important to note that breast cancer is among the 
most common and deadly cancers in women. Various AI techniques were employed for 
this study, including linear discriminant analysis, Naïve Bayes, K-nearest neighbors, and 
support vector machine methods.

Undoubtedly, artificial intelligence and Big Data have witnessed a notable growth in 
the field of scientific research. This phenomenon has been further accelerated by the 
COVID-19 pandemic, as reflected in an analysis of the Scopus database. Using the search 
equation “Big data” OR “artificial intelligence,” a total of 358,751 documents related to 
these keywords were generated between the years 1957 and 2018, a period spanning 
six decades. However, in just five years, from 2019 to October 2023, 283,580 documents 
have been published, constituting 44% of the total documents related to these same 
keywords.

https://www.minsalud.gov.co/sites/rid/Lists/BibliotecaDigital/RIDE/VS/ED/GCFI/mortalidad-colombia-periodo-2020-2021.pdf
https://www.minsalud.gov.co/sites/rid/Lists/BibliotecaDigital/RIDE/VS/ED/GCFI/mortalidad-colombia-periodo-2020-2021.pdf
https://www.paho.org/es/temas/enfermedades-cardiovasculares
https://www.dane.gov.co/index.php/estadisticas-por-tema/salud/nacimientos-y-defunciones/defunciones-no-fetales/defunciones-no-fetales-2021
https://medlineplus.gov/spanish/ency/patientinstructions/000759.htm
 
https://www.paho.org/es/temas/enfermedades-cardiovasculares
https://www.paho.org/es/temas/enfermedades-cardiovasculares
https://doi.org/10.1371/journal.pone.0174944
https://doi.org/10.4067/S0718-07642018000400267
https://doi.org/10.16925/2357-6014.2019.03.01
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The data obtained in the field of health due to the COVID-19 pandemic have led to a 
series of significant research studies that have enriched our knowledge (9). Despite this, 
to date, there are few studies that have addressed a detailed comparison of performance 
in the diagnosis of cardiovascular diseases among three specific techniques: neural 
networks, random forest, and decision tree. Therefore, the central purpose of this article 
is to conduct an experimental investigation with the aim of evaluating and comparing 
the performance of these three Artificial Intelligence (AI) techniques as support tools in 
the diagnosis of cardiovascular diseases. The structure of the article is divided as follows: 
Section 2 is dedicated to the methodology, Section 3 presents the results and discussion, 
and finally, Section 4 provides the study’s conclusions.

Methodology
	
This project focuses on the construction and performance evaluation of three artificial 
intelligence models: Artificial Neural Networks, Random Forest, and Decision Tree. 
To carry out this evaluation, we will use common evaluation metrics in classification 
algorithms, ensuring the consistent application of the same metrics to assess all three 
models. The methodology is based on an experimental and retrospective learning 
approach, involving controlled experiments to train and evaluate machine learning 
models on current datasets. In contrast, the retrospective approach on historical 
data focuses on using past data to analyze and learn patterns, trends, and lessons 
from previous experiences with the goal of improving the performance of machine 
learning models. Both approaches are essential for the development and continuous 
improvement of machine learning algorithms.

At the core of this approach are the datasets used to train the models and the artificial 
intelligence techniques employed. In general terms, the methodology involves 
constructing and evaluating each model using a dataset that is divided into significant 
predictor variables for the diagnosis of cardiovascular diseases and a target variable. 
Additionally, a uniform evaluation metric will be applied to compare the performance of 
the three models in diagnosing these diseases.
The study is divided into four main stages. In the first stage, a literature review will be 
conducted to identify the most relevant variables for the diagnosis of cardiovascular 
diseases. In the second stage, we will choose the most suitable dataset that aligns 
consistently and cohesively with the identified variables. For this, we will utilize freely 
available data sources. In the subsequent stages, we will proceed to construct the three 
models according to the previously selected techniques. Finally, in the last stage, we 
will assess the performance of the models using standard metrics for classification 
algorithms.

Relevant Variables in the Diagnosis of Cardiovascular Diseases (CVD)

The identification of the most relevant variables in the diagnosis of cardiovascular 
diseases (CVD) requires a comprehensive analysis of scientific literature, where various 
authors have addressed these variables in their research.

In a study conducted by (8) on patients from a hospital in Cali, Colombia, critical 
variables for cardiovascular risk estimation are highlighted. These variables include age, 
gender, Body Mass Index (BMI), measurements of systolic and diastolic blood pressure, 

https://repositorio.cepal.org/server/api/core/bitstreams/879779be-c0a0-4e11-8e08-cf80b41a4fd9/content
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cholesterol levels, as well as high-density lipoprotein (HDL) and low-density lipoprotein 
(LDL) cholesterol, in addition to glucose levels. Similarly, in (10), crucial variables are 
identified in their study population, such as age, gender, physical activity, smoking, BMI, 
and diabetes. Additionally, the lack of knowledge in the study population about factors 
that can increase cardiovascular risk is emphasized.

Electrocardiographic results are another set of relevant variables for the diagnosis of 
CVD. In fact, (11) Sánchez consider them in their study, as the quality of left ventricular 
function directly impacts the prognosis of patients with cardiovascular diseases. 
Furthermore, the measurement of myocardial deformation (strain) has become an early 
and sensitive indicator of heart failure, and for this study, previous electrocardiograms 
are necessary. Therefore, including the electrocardiogram as a variable in the cardiac 
diagnosis assessment can be crucial.

In a study carried out on patients from an outpatient unit in Ecuador, in (10), they 
conclude that maintaining a normal BMI, systolic blood pressure below 120 mmHg, 
and serum levels of total cholesterol and HDL within normal ranges are factors that 
contribute to preventing the onset of CVD. On the other hand, elevated levels of total 
cholesterol and HDL are associated with a higher overall cardiovascular risk.”

Data Selection and Programming Language

Searches were conducted in publicly accessible database sources, including Datos 
Abiertos Colombia, Google Dataset Search, and Kaggle, with the aim of selecting the 
most appropriate dataset. Among these sources, Kaggle proved to be the most relevant 
due to its dataset that significantly aligned with the variables of interest for our study, in 
addition to providing valuable additional information for the diagnosis of cardiovascular 
diseases. On Kaggle, different data sources containing variables like those required to 
develop our models were examined. Among these sources, a dataset named ‘Heart 
Disease Classification Dataset’ (12) was located, describing the behavior of a group of 
individuals, and providing a set of specific features that were crucial in determining 
whether a person had cardiovascular disease. Table 1 shows the variables identified in 
this dataset.

Table 1. Description of Dataset Variables

Variable Descripción

Edad This variable provides the age of the person under study.

Sexo Indicates the gender of the individual, coded as 1 for male and 0 for 
female.

CP Explains the type of chest pain the individual has experienced, using 
codes: 0 for stable angina, 1 for unstable angina, 2 for non-anginal 
pain and 3 for asymptomatic.

Trestbps It shows a person’s resting blood pressure value in millimeters of 
mercury (mmHg). Values above 130-140 are considered worrisome.

Chol Indicates the serum cholesterol level in milligrams per deciliter (mg/
dl) or total cholesterol.

https://doi.org/10.18359/rmed.1949
https://doi.org/10.35366/102532
https://doi.org/10.18359/rmed.1949
https://www.kaggle.com/datasets/sumaiyatasmeem/heart-disease-classification-dataset/
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Fbs A subject’s fasting blood sugar level is assessed by comparing it to 
a threshold of 120 mg/dl. If the fasting blood sugar level is greater 
than 120 mg/dl, it is recorded as 1 (true); otherwise, it is recorded 
as 0 (false). If the value exceeds 126 mg/dl, this may indicate the 
presence of diabetes.

Restecg Presents the results of the electrocardiogram performed in the 
resting state, where codes are used: 0 for a normal result, 1 for the 
detection of ST-T wave abnormalities and 2 to identify left ventricular 
hypertrophy.

Thalach Refers to the maximum heart rate achieved by the individual.

Exang Angina triggered by physical exertion: It is represented by the 
number 1 if present and by the number 0 if absent.

Oldpeak Displays a numerical value reflecting the ST-segment decrease 
caused by exercise compared to the resting state.

Pendiente ST segment slope during maximal exercise: Coded as 0 for upward 
slope (rare), 1 for flat (typical of a healthy heart) and 2 for downward 
slope (indicative of cardiac problems).

Ca Indicates the number of major vessels showing color in images 
obtained by fluoroscopy, ranging from 0 to 3.

Thal Coded as 1 and 3 for normal, 6 for fixed defect and 7 for reversible 
defect, indicating blood circulation during exercise.

Objetivo Indicates whether or not the person suffers from heart disease, with 
coding 1 to indicate the presence of the disease and 0 to indicate its 
absence.

The dataset obtained from Kaggle underwent a comprehensive cleaning and refinement 
process in an Excel spreadsheet. The method of removing rows or columns was applied 
to address incorrect or non-significant records, such as the ID. Additionally, empty or 
null values were identified in various records, and a careful elimination process was 
carried out to ensure data integrity.

As a result of this meticulous work, the original dataset, initially consisting of 303 
records and 14 columns, was reduced to 297 records while maintaining the same 14 
columns. Furthermore, a translation of column names into Spanish was performed to 
make the content of each column more easily interpretable for all users. Additionally, 
a transformation of the values in the gender column into a boolean format was carried 
out, assigning the value 1 for male and 0 for female, enabling a more efficient and 
consistent representation of this variable in the dataset. Thus, the final dataset consisted 
of 204 entries corresponding to the male gender and 93 entries corresponding to the 
female gender.

It is important to note that Python, as an open-source language, does not entail costs 
for its usage and offers extensive flexibility, allowing programmers to adapt it to their 
specific needs. Within the field of artificial intelligence, Python has emerged as a widely 
preferred tool due to its ability to be used in a variety of contexts and combinations, 
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from web application systems to integration with electronic devices. This enables the 
supply of information and data to algorithms efficiently, allowing the computer to 
perform analytical, deductive, predictive, and procedural tasks autonomously, without 
depending on human intervention (13).

Next, the data exploration phase is presented, which is fundamental for understanding 
the structure and characteristics of the dataset. This process is crucial as it allows us to 
highlight the importance of each variable and its potential impact on the diagnosis of 
cardiovascular diseases.

Data Exploration

To begin with, a descriptive analysis of each variable present in the dataset was 
conducted. Graphical visualizations were generated to help identify trends, distributions, 
and relationships between variables. Here are some of the key observations:

The dataset consists of 200 records corresponding to the male gender and 97 records 
corresponding to the female gender (Figure 1), indicating an imbalance in gender 
representation. This asymmetry in the number of records between genders may 
influence the analysis and the constructed models, and it is important to consider this 
imbalance when interpreting results and conclusions related to gender in the diagnosis 
of cardiovascular diseases.

Figure 1. Distribution of the sex variable. sex distribution 0 = F, 1 = M

The statistics presented in Figure 2 summarize key characteristics of four variables in 
the dataset. The average age of individuals is approximately 54 years, with a moderate 
dispersion (standard deviation of 9.15). Resting blood pressure has a mean of 131.73 
mmHg, with moderate variability. The average cholesterol level is 246.45 mg/dL, 
with a dispersion of around 51.50 mg/dL. The average maximum heart rate is 149.55 
beats per minute, with relatively low variation. These statistics provide an overview 
of the characteristics of the studied population and are crucial for understanding the 
distribution and variability of the variables.
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Figure 2. Statistics for Numerical Variables

In addition to the exploratory analysis mentioned earlier, a specific count was conducted 
in the dataset to determine the number of records reflecting the presence or absence 
of cardiovascular disease in the diagnosis column (target variable). The results of this 
count revealed that, in the target variable, a total of 161 cases indicating “yes” for 
cardiovascular disease and 136 cases indicating “no” were recorded (Figure 3). Since the 
disparity in the number of cases between the two classes is not significantly large, there 
was no need to apply data balancing techniques, as this would not generate serious bias 
issues in the models.

The diagnosis column, which labels whether a patient has cardiovascular disease or not, 
is a critical variable in this study as it serves as the main objective for the construction 
and evaluation of predictive models. Balance between positive and negative cases is 
essential to ensure the accuracy and effectiveness of the models.

This information allows us to proceed with the modeling and evaluation process in an 
informed manner, with the goal of developing a diagnostic system that is highly accurate 
and beneficial for healthcare and patient well-being.
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Figure 3. Number of Records by Cardiovascular Disease Diagnosis

Next, as part of the data exploration process, a chart was created that provides a visual 
representation of the behavior or frequency of cardiovascular disease diagnoses based 
on the ages of the patients (Figure 4). This chart offers a clear and insightful view of how 
age relates to the presence or absence of these diseases, which can be highly valuable 
for identifying relevant patterns and trends in cardiovascular diagnosis. 

     

Figure 4. Frequency of Heart Diseases by Age.

In the analysis of Figure 4, a higher number of cases of cardiovascular diseases has been 
identified in the age range from 41 to 54 years. The concentration of cases in this range 
suggests that age plays a significant role in predisposition to these diseases, supporting 
the need to carefully consider this variable when developing detection and prevention 
strategies. This observation underscores the importance of ‘age’ in the process of 
cardiovascular disease diagnosis and should be considered when developing a predictive 
model in the clinical setting, aiming to timely detect potential cardiovascular risks in 
patients of various ages.
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Finally, we identified 6 out of the initial 14 variables as categorical, meaning their values 
were not numerical but rather categories. To incorporate these variables into our 
analysis, we converted them into dummy (fictional) variables, generating new columns to 
represent each category with binary values (0 or 1). This allowed the models to operate 
effectively by translating categories into numerical format, avoiding potential biases or 
incorrect interpretations when treating categories as direct numerical values.

Selection of Artificial Intelligence Techniques

In this phase of the work, we begin by selecting the three most suitable techniques for 
our cardiovascular disease diagnostic study, based on a review of scientific literature. 
Firstly, decision trees stand out as a fundamental technique in data analysis. Their 
importance in supervised classification and relevance in data science are highlighted in 
(14), supporting their inclusion in our study.

Additionally, the Random Forest (RF) algorithm is chosen due to its demonstrated 
effectiveness in diagnosing non-communicable diseases. As described in (15), Random 
Forest (RF) comprises a set of untrained decision trees that employ random selections 
of samples from the feature space, enabling them to excel in predicting mild cognitive 
impairment in an international challenge. (16) also emphasizes its performance in clinical 
data classification, surpassing logistic regression in terms of accuracy.

Lastly, artificial neural networks with a multilayer perceptron structure are considered an 
essential technique in this study. According to (17), their multi-layered structure allows 
for a more complex modeling of the data. Furthermore, in medical and climatological 
studies, as demonstrated by (18-19), their ability to achieve higher prediction accuracy, 
surpassing other models, has been proven.

Development of AI Models

In the process of developing artificial intelligence models, the decision was made to 
use an 80/20 data split. This was because the dataset was relatively small, and the 
maximum amount of data was needed for training to allow the models to learn from 
a greater number of examples. Initially, the model was developed using the Decision 
Tree algorithm, which was the initial choice among the three techniques mentioned 
earlier. Subsequently, progress continued in the same direction, and the model based on 
Random Forest was created. However, the final model developed is based on artificial 
neural networks, a somewhat more complex technology compared to the previous ones.

To address this last model, a new working notebook was created, using the same dataset 
that had been used for the first Decision Tree-based model. Once again, the dataset 
was split into training and validation sets, allocating 80% of the data for training and 
reserving the remaining 20% for testing. This approach allowed for thorough exploration 
and a detailed evaluation of the artificial neural network’s performance (20-22).

Evaluation of the Models

Regarding this topic, references (23-25) provide an essential framework by highlighting 
key evaluation metrics for assessing the effectiveness of a machine learning model, 
both in regression and classification contexts. In the realm of classification, key metrics 

https://doi.org/10.4103/1673-5374.233433
https://doi.org/10.1186/s12859-018-2264-5
 https://www.diegocalvo.es/clasificacion-de-redes-neuronales-artificiales/
https://doi.org/10.1155/2021/2794888
https://doi.org/10.1155/2021/7238293
https://doi.org/10.5194/isprs-annals-X-4-W1-2022-295-2023
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are defined, such as “Accuracy,” which represents the overall rate of correct predictions. 
“Recall” focuses on minimizing false negatives, implying that the model strives to detect 
all positive cases, even at the risk of generating a higher number of false positives. 
In contrast, “Precision” aims to reduce false positives, prioritizing labeling as positive 
only when the model has high confidence in its decision, even if this may result in the 
omission of some true positives. These two metrics play a critical role in the evaluation 
and optimization of classification algorithms, significantly influencing the quality and 
reliability of the obtained results. Finally, the “F1 score” is calculated as the geometric 
mean of precision and recall, providing a balanced measure of the model’s performance 
in terms of accuracy and the ability to identify positive cases.

These metrics play a fundamental role in understanding and evaluating the effectiveness 
of predictions made by a classification model. To calculate such metrics in algorithms like 
decision trees and random forests, it is imperative to implement the confusion matrix. In 
this regard, (26-27) argue that the confusion matrix is an essential tool that allows for a 
graphical visualization of the results of predictions generated by a supervised learning 
algorithm. This matrix consists of columns representing predictions made for each class 
and rows containing each instance of the actual class. Consequently, the matrix provides 
a clear view of the model’s hits and errors once it has been trained with the data.

For the purpose of this study, we will opt for the use of a binary confusion matrix, as 
it aligns with the nature of the target variable in question. The next stage will involve 
displaying the confusion matrices generated by each of the models. These matrices 
will play a crucial role in calculating the metrics, enabling a precise evaluation of the 
performance of the three models conceived throughout this research.

Results and Discussion

Table 2 summarizes and compares the results of three models used: Decision Tree, 
Random Forest, and Neural Networks. These models represent different approaches in 
the field of classification and prediction, and this table will provide an overview of their 
performance across a set of key metrics.

Table 2. Comparison of Model Results

Técnica ML accuracy precision recall F1- 
Score

Decision tree 82% 82% 81% 81%

Random Forest 85% 85% 85% 85%

Neural 
Networks

89% 89% 89% 89%

Next, the analysis of these results will be carried out through the confusion matrix. 
Figure 5 presents the confusion matrix corresponding to the decision tree, from which 
the necessary quality metrics are extracted to evaluate the performance of this model.

https://www.juanbarrios.com/la-matriz-de-confusion-y-sus-metricas/
https://doi.org/10.1145/1518701.1518895
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Figure 5. Confusion Matrix for Decision Tree.

The result of the decision tree model shows a solid performance in the classification of 
two classes (“no” and “yes”). The overall accuracy of the model is 82%, indicating that 
approximately 82% of predictions are correct (Figure 6). The “recall” (sensitivity) value 
is acceptable, with 85% for the “no” class and 78% for the “yes” class, meaning that the 
model correctly identifies the majority of relevant cases in both classes. The F1-score, 
which combines precision and recall, is 82%, indicating a reasonable balance between 
both metrics. Overall, the model appears to be reliable in identifying the two categories, 
supported by good data support.

Figure 6. Result of Evaluation Metrics for Decision Tree Model.

Figure 7 displays the importance assigned by the model to the descriptor variables 
present in the dataset. On the Y-axis, the variables are presented according to their 
order in the dataset, and it is observed that the variable “Talasemia_2” has the highest 
relevance in the decision tree-based model. This highlights the significant influence of 
this variable on the model’s predictions, and it is supported by Figure 8 in the generated 
tree.
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Figure 7. Plot of Variable Importance in the Model.

Figure 8. Decision tree of the data set.

Similarly, we proceed to generate the confusion matrix corresponding to the Random 
Forest technique. This matrix is detailed in Figure 9, providing a clear visualization of 
the results of predictions made by this supervised learning algorithm. Similar to the 
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confusion matrix of the Decision Tree model, this matrix allows for identifying the hits 
and errors of the model when evaluated with test data.

Figure 9. Confusion Matrix for Random Forest.

The Random Forest model shows good performance in the classification of two classes, 
“no” and “yes”. The overall accuracy of the model is 85%, indicating that approximately 
85% of predictions are accurate (Figure 10). The “recall” (sensitivity) is particularly 
notable, with 91% for the “no” class and 78% for the “yes” class, meaning that the model 
effectively identifies most relevant cases in both categories. The F1 score, which balances 
precision and recall, reaches 85%, indicating a solid balance between these metrics. 
These results suggest that the Random Forest model is reliable in identifying the two 
categories, supported by good data support.

Figure 10. Result of Evaluation Metrics for Random Forest Model.

The performance of the neural network model involves the classification of the two 
categories, “no” and “yes.” Its overall accuracy reaches 89%, demonstrating that 
approximately 89% of predictions are accurate (Figure 11). Additionally, both recall 
and the F1 score also reach 89%, indicating that the model is effective in identifying 
most relevant cases in both categories and maintains a solid balance between precision 
and recall. These results underscore the reliability of the neural network model in 
classification, supported by robust data support, surpassing the previous models.
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Figure 11. Result of Evaluation Metrics for Neural Network Model.

The confusion matrix of the neural network model provides a visual representation of its 
performance in classification (Figure 12). This matrix details the number of correctly and 
incorrectly classified cases for the two categories, “no” and “yes.” It is an essential tool 
for evaluating the model’s ability to predict accurately and detecting potential errors 
in its predictions. Through this matrix, we can identify the number of true positives, 
true negatives, false positives, and false negatives, allowing us to better understand the 
effectiveness and reliability of the model in the classification task.

Figure 12. Confusion Matrix for Neural Network.

In Figure 13, predictions, and the prevalence of independent variables in the Random 
Forest model are presented. The importance of features in this model is assessed by 
analyzing the relative contribution of each variable in decision-making. Variables such 
as maximum heart rate (0.144) and thalassemia type 2 (0.144) stand out, indicating 
a significant influence on predictions. Additionally, age (0.076) and chest pain type 2 
(0.076) also play a relevant role. In contrast, variables like exercise-induced depression 
(0.0) and electrocardiogram result type 2 (0.0) have negligible importance in the model’s 
decision-making. This feature importance analysis is crucial for understanding which 
variables have a greater impact on the model’s predictions.
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Figure 13. Prevalence of Variables in the Random Forest Model.

Once the creation of the three artificial intelligence models was completed, an evaluation 
of their performance was conducted to identify which of them could provide greater 
support in the cardiovascular disease (CVD) diagnostic process. Throughout this 
research, the variability in CVD diagnoses has been emphasized, depending on factors 
such as the analyzed population and the variables included in the study. To develop 
models that effectively support healthcare professionals in this context, the choice 
of variables representative of a general population is fundamental, along with the 
application of widely recognized artificial intelligence techniques in the field of medicine.

In general terms, all three models show good performance in the classification of the two 
classes (“no” and “yes”) to support the diagnosis of cardiovascular diseases. However, 
the neural network and Random Forest achieve superior results in terms of precision and 
recall compared to the decision tree. The neural network stands out for its high precision 
(89%) and recall (91%), indicating a better ability to identify relevant cases in both classes 
and a solid balance between precision and recall. Consequently, the neural network 
seems to be the preferable option for this classification problem.

This study contributes significantly to the development of artificial intelligence 
models for the diagnosis of cardiovascular diseases. By evaluating and comparing the 
performance of three AI techniques—namely, artificial neural networks, Random Forest, 
and decision trees—it provides a solid foundation for future research in predictive 
model creation. It also highlights the importance of considering appropriate evaluation 
metrics and understanding the fundamental characteristics of each AI technique. The 
results of this study offer essential insights into building effective artificial intelligence 
models, allowing readers to better comprehend the role each technique plays in disease 
diagnosis and encouraging further research in this fiel.

Conclusions

This study highlights the potential of artificial intelligence, particularly through 
models such as artificial neural networks, Random Forest, and decision trees, to 
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improve support in the diagnosis of cardiovascular diseases (CVD) in environments 
with limited technological resources, such as the department of Sucre in Colombia. 
Despite challenges in data collection, crucial variables were identified, including age, 
gender, Body Mass Index (BMI), measurements of systolic and diastolic blood pressure, 
cholesterol levels (including good cholesterol - HDL and bad cholesterol - LDL), and the 
quality of left ventricular function, specifically myocardial strain. These findings have 
proven to be early and sensitive indicators of heart failure. Maintaining a BMI within 
a normal range, keeping systolic blood pressure below 120 mmHg, and maintaining 
serum levels of total cholesterol and HDL within normal ranges are contributing factors 
to prevent the onset of CVD. Despite obstacles, a suitable dataset was successfully 
compiled from public sources, emphasizing the feasibility of applying these techniques 
in resource-limited contexts.

The results underscore the effectiveness of Random Forest and neural network models, 
with particularly outstanding performance in the case of the latter, achieving an 
accuracy of 89%, surpassing the other two evaluated models. This finding suggests that 
the application of these artificial intelligence techniques has the potential to have a 
significant impact on improving the diagnosis of cardiovascular diseases, especially in 
regions with limited resources.

The results also highlight the robustness of decision tree and Random Forest models in 
the task of diagnosing cardiovascular diseases. Although their performance is lower than 
that of the neural network, with accuracies of 82% and 85% respectively, these models 
remain viable and effective. This suggests that, depending on available resources and 
specific needs, the choice between these models can be a crucial strategic decision in the 
medical context.

The high precision and recall achieved by the neural network model highlight the 
transformative potential of artificial intelligence in the field of health. These promising 
results suggest that the implementation of neural network models could significantly 
contribute to improving the diagnosis of cardiovascular diseases, enabling earlier and 
more accurate diagnosis, leading to more effective healthcare and better outcomes for 
patients.

This work provides a valuable starting point for future research in the field of health and 
artificial intelligence, while emphasizing the importance of careful variable selection and 
the availability of accurate data in the successful creation of medical diagnostic models. 
Ultimately, these models have the potential to save lives by efficiently supporting 
healthcare professionals in early and accurate diagnosis of cardiovascular diseases.

As future work, an expansion of this study could be considered towards a broader 
range of diseases and medical conditions, leveraging artificial intelligence techniques 
to enhance diagnoses in other fields of medicine. Additionally, it is essential to delve 
into the optimization of specific artificial intelligence models, such as neural networks, 
to achieve even more robust performance tailored to diverse medical environments. 
Moreover, acquiring datasets with a larger volume of records, including the variables 
used in this study, is crucial. This will allow for a more robust and accurate evaluation 
of artificial intelligence models and a more solid generalization of results to a broader 
population.
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